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Abstract

In this paper, a new Spectral Conjugate Gradient (SCG) method for solving unconstrained optimization problems; based on inexact line searches is investigated. The search directions of the new CG method are always sufficient descent. The global convergence property of the proposed method has been proved. Finally, we have presented some numerical results to examine the efficiency of the proposed method.

1. Introduction.

We consider the unconstrained optimization problem:

$$\min \left\{ f(x) \mid x \in \mathbb{R}^n \right\}$$

where \( f : \mathbb{R}^n \to \mathbb{R} \) is smooth and its gradient \( g \) is available.

Conjugate Gradient (CG) methods are very efficient for solving large-scale unconstrained optimization problems. The iterates of the CG methods are obtained by:

$$x_{k+1} = x_k + \alpha_k d_k$$

with

\*Prof. \ College of Computers Sciences and Math.\ University of Mosul
\**Lecture\ College of Computers Sciences and Math.\ University of Mosul

Received: 1/10/2011 Accepted: 21/12/2011
\[ d_{k+1} = \begin{cases} -g_k & k = 1, \\ -g_{k+1} + \beta_k g_k & k > 1, \end{cases} \] \hspace{1cm} (3)

where step-size \( \alpha_k \) is positive, \( g_k = \nabla f(x_k) \) and \( \beta_k \) is a scalar. In addition, \( \alpha_k \) is a step-length which is computed by carrying out some line search procedure. There are several line search rules for choosing the step-size \( \alpha_k \), for example, Wolfe-Powell (WP) rule and Strong Wolfe-Powell (SWP) rule.

In this paper, we have analyzed the results on convergence of the line search methods with the following line search rule \([1]\):

\[ f(x_k + \alpha_k d_k) \leq f(x_k) + \delta_1 \alpha_k d_k^T g_k \] \hspace{1cm} (4)

\[ |g(x_k + \alpha_k d_k) d_k| \leq -\delta_2 d_k^T g_k \] \hspace{1cm} (5)

with \( 0 < \delta_1 < \delta_2 < 1 \). Some well know formulas are given as follows:

\[ \beta_{FR}^k = \frac{g_{k+1}^T g_{k+1}}{g_k^T g_k} \] \hspace{1cm} (6)

\[ \beta_{PR}^k = \frac{g_{k+1}^T y_k}{g_k^T g_k} \] \hspace{1cm} (7)

\[ \beta_{HS}^k = \frac{g_{k+1}^T y_k}{y_k^T d_k} \] \hspace{1cm} (8)

\[ \beta_{LS}^k = -\frac{g_{k+1}^T y_k}{g_k^T d_k} \] \hspace{1cm} (9)

\[ \beta_{CD}^k = -\frac{g_{k+1}^T g_{k+1}}{g_k^T d_k} \] \hspace{1cm} (10)

\[ \beta_{DY}^k = \frac{g_{k+1}^T g_{k+1}}{y_k^T d_k} \] \hspace{1cm} (11)

Here, (FR) denotes the Fletcher and Reeves \((FR) [4]\), (DY) denotes the Dai and Yuan [2], (CD) denotes the Conjugate Descent \((CD) [3]\), (PR) denotes the Polak and Ribiere [8], (HS) denotes the Hestenes and Stiefel [5], (LS) denotes the Liu and Storey [6], here and throughout, \( y_k = g_{k+1} - g_k \).

In [7] Matonoha et al proposed a modified Conjugate Descent \((CD)\) method, which was denoted by \((MCD)\) and given:

\[ d_{k+1} = -\varphi_k^M g_{k+1} + \beta_k^{MCD} d_k, \quad d_0 = -g_0 \] \hspace{1cm} (12)

where the values \( \varphi_k^{MCD}, \beta_k^{MCD} \) are determined by:
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\[ \varphi_k^{MCD} = \frac{y_k^T d_k}{g_k^T d_k}, \quad \beta_k^{CD} = \frac{g_{k+1}^T g_k}{g_k^T d_k}. \] ...........(13)

In this note, we have introduced a modification to the CG-method of the parameter \( \varphi_k \) defined by:

\[ \varphi_k^{MMCD} = \frac{\mu |g_{k+1}^T d_k| + y_k^T d_k}{|g_k^T d_k|}. \] ...........(14)

Note that if we use an exact line search, our modified SCG method (called MMCD) reduces to the method of CD. However, here in this work, we have considered general nonlinear test functions with inexact line searches.

The sufficient descent and global convergence properties of our proposed CG-method will be established later on. Finally, some numerical evidence will be listed to support our findings.


As in [2], we assume that the continuously differentiable function \( f(x) \) is bounded in the level set \( L = \{ x \in R^n | f(x) \leq f(x_0) \} \), where \( x_0 \) is the starting point; and that \( g(x) \) is Lipschitz continuous in \( L \), that, there exists a constant \( \mu > 0 \) such that:

\[ \|g(x_{k+1}) - g(x_k)\| \leq \mu \|x_{k+1} - x_k\| \quad \forall x_{k+1}, x_k \in U. \] ...........(15)

Now we present the outline of the new proposed algorithm as follows:

2.1 Outline of The New Algorithm:

Step 0 : Given \( x_0 \in R^n, \mu = 1.1, \varepsilon = 0.0001, \delta_1 \in (0,1), \delta_2 \in (0,1/2) \), \( d_0 = -g_0 \)

Step 1 : Computing \( g_k \); if \( \|g_k\| \leq \varepsilon \), then stop ; else continue .

Step 2 : Set \( \beta_k = \beta_k^{CD}, \quad \varphi_k^{MMCD} = \frac{\mu |g_{k+1}^T d_k| + y_k^T d_k}{|g_k^T d_k|}. \)

Step 3 : Set \( x_{k+1} = x_k + \alpha_k d_k \) , (Use SW-conditions to compute \( \alpha_k \) )

Step 4 : Compute \( d_{k+1} = -\varphi_k g_{k+1} + \beta_k d_k \),

Step 5 : If \( k = n \), go to Step 1 with new values of \( x_{k+1} \) and \( g_{k+1} \).

Here we have to present several theoretical results and as follows:

Theorem (2.2).

Suppose that \( d_{k+1} \) is given by (12) and (14). Then, the following result:

\[ g_{k+1}^T d_{k+1} \leq -\varepsilon \|g_{k+1}\|^2 < 0 \] ...........(16)

holds of the sufficient descent property.

Proof.

Firstly, for \( k = 0 \), it is easy to see that (16) is true since \( d_0 = -g_0 \).

Secondly, assume that:
holds for $k$ when $k \geq 1$. Multiplying (12) by $g_{k+1}^T$, we have:

$$
g_{k+1}^T \leq -\mu \left( \frac{d_k^T g_{k+1}}{\|g_{k+1}\|} \right)^2 + \beta_k \frac{T_k^T d_k}{\|g_{k+1}\|} \frac{\|g_{k+1}\|^2}{\|g_k\|} \frac{d_k^T d_k}{\|g_{k+1}\|} d_k
$$

from (5) and (17), we get:

$$
g_{k+1}^T d_{k+1} = -\mu \left( \frac{d_k^T g_{k+1}}{\|g_{k+1}\|} \right)^2 - \frac{g_{k+1}^T d_k - g_k^T d_k}{\|g_{k+1}\|} \frac{\|g_{k+1}\|^2}{\|g_k\|} \frac{d_k^T d_k}{\|g_{k+1}\|} d_k
$$

$$
\leq -\mu \delta \frac{\|g_{k+1}\|^2}{\|g_k\|^2} \frac{\|g_{k+1}\|^2}{\|g_k\|} \frac{\|g_{k+1}\|^2}{\|g_k\|} \frac{d_k^T d_k}{\|g_{k+1}\|} d_k
$$

$$
= -\frac{\mu \delta \|g_{k+1}\|^2}{\|g_k\|} \left[ 1 + \mu \delta \right]
$$

$$
= -\frac{c \|g_{k+1}\|^2}{\|g_k\|} 
$$

$$
g_{k+1}^T d_{k+1} \leq -c \|g_{k+1}\|^2 
$$

This completes the proof.

**Lemma (2.3):**

If the sequence $\{ x_k \}$ is generated by (2) and (3), the step size $\alpha_k$ satisfies (4) and (5), and $d_{k+1}$ is a descent direction, $f$ is bounded and $g(x)$ is Lipschitz in the level set, then:

$$
\sum_{k=1}^{\infty} \frac{(g_k^T d_k)^2}{\|d_k\|^2} < \infty. 
$$

For the proof see [9].

**Theorem (2.4).**

If $\mu > 0$ in (14), $f$ is bounded and $g(x)$ is Lipschitz in the level set, then our algorithm either terminates at a stationary point or

$$\lim_{k \to \infty} \|g_k\| = 0.$$

**Proof:**

If our conclusion does not hold, then there exists a real number $\epsilon_i > 0$ such that $\|g_{k+1}\| > \epsilon_i$ for all $k = 1, 2, 3, \ldots$.

Squaring the both terms of $d_{k+1} + \varphi_{k+1}^{BLV} g_{k+1} = \beta_k d_k$, we get:

$$
\|d_{k+1}\|^2 + (\varphi_{k+1}^{BLV})^2 \|g_{k+1}\|^2 + 2 \varphi_{k+1}^{BLV} d_{k+1}^T g_{k+1} = \beta_k^2 \|d_k\|^2
$$

from (21), we get:

$$
\|d_{k+1}\|^2 = \beta_k^2 \|d_k\|^2 - 2 \varphi_{k+1}^{BLV} d_{k+1}^T g_{k+1} - (\varphi_{k+1}^{BLV})^2 \|g_{k+1}\|^2
$$

[161]
Dividing both sides of (22) by \( g_{k+1}^T d_{k+1} \), by (16), (17) and \( \| g_{k+1} \| > \varepsilon_1 \), we have:

\[
\frac{\| d_{k+1} \|^2}{(d_{k+1} g_{k+1})^2} \leq \frac{\| g_{k+1} \|^2}{c^2 \| g_k \|^2} - \frac{(q_k^{BMLV})^2}{c^4 \| g_{k+1} \|^2} - \frac{2q_k^{BMLV}}{c \| g_{k+1} \|^2} + \frac{1}{\| g_{k+1} \|^2} \leq \frac{\| d_k \|^2}{c^2 \| g_k \|^2} + \frac{1}{\| g_{k+1} \|^2} = \frac{1}{\varepsilon_1^2} \quad \text{...............(24)}
\]

Since \( d_i = -g_i \), so that:

\[
\frac{\| d_{k+1} \|^2}{(d_{k+1} g_{k+1})^2} < \frac{\| d_k \|^2}{(d_k g_k)^2} + \frac{k - 1}{\varepsilon_1^2} = \frac{1}{\| g_k \|^2} + \frac{k - 1}{\varepsilon_1^2} = \frac{k}{\varepsilon_1^2} \quad \text{...............(26)}
\]

Thus

\[
\sum_{k=1}^{\infty} \frac{(g_k^T d_k)^2}{\| d_k \|^2} > \sum_{k=1}^{\infty} \frac{\varepsilon_1^2}{k} = \infty \quad \text{...............(27)}
\]

Which is contrary to Theorem (2.4). Hence, the proof is complete.

3. Numerical Results.

In this section, we reported some numerical results obtained with the implementation of the new CG-method on a set of unconstrained optimization test problems. We have selected (10) large scale unconstrained optimization problems in extended or generalized form, for each test function we have considered numerical experiment with the number of variable \( n=100-1000 \). Using the standard Wolfe-Powell line search given in conditions (4) and (5) with \( \delta_1 = 0.0001 \), \( \delta_2 = 0.9 \) and \( \mu = 1.1 \). In all these cases, the stopping criteria is the \( \| g_k \| \leq 10^{-4} \). The programs were written in Fortran 90. The test functions were commonly used for unconstrained test problems with standard starting points and a summary of the results of these test functions was given in Table (3.1).

<table>
<thead>
<tr>
<th>No.</th>
<th>n</th>
<th>CD-algorithm (NOF)</th>
<th>New-algorithm (NOF)</th>
<th>MLV-algorithm (NOF)</th>
</tr>
</thead>
</table>

[162]

In this paper, we have proposed a new spectral CG method for solving unconstrained minimization problems. The computational experiments show that the new approach given in this paper is successful.
Table (3.1) gives a computational results of the new algorithm against the CD and MCD algorithms for convex optimization, this table indicates that the new algorithm saves about \((75 - 86)\%\) NOI and \((80 - 91)\%\) NOF, overall, against the standard CD and MCD algorithms, respectively, especially for our selected test problems. These results are shown in the following tables:

**Table (3.2):** Relative efficiency of the new algorithm against CD-algorithm.

<table>
<thead>
<tr>
<th>Tools</th>
<th>NOI</th>
<th>NOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD-algorithm</td>
<td>100 %</td>
<td>100 %</td>
</tr>
<tr>
<td>New-algorithm</td>
<td>25 %</td>
<td>20 %</td>
</tr>
</tbody>
</table>

**Table (3.3):** Relative efficiency of the new algorithm against MCD-algorithm.

<table>
<thead>
<tr>
<th>Tools</th>
<th>NOI</th>
<th>NOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCD-algorithm</td>
<td>100 %</td>
<td>100 %</td>
</tr>
<tr>
<td>New-algorithm</td>
<td>14 %</td>
<td>9 %</td>
</tr>
</tbody>
</table>

**Appendix.**

1. **Generalize d powell function:**

\[
 f(x) = \sum_{i=1}^{n/4} (x_{4i-3} - 10x_{4i-2})^2 + 5(x_{4i-1} - x_{4i})^2 + (x_{4i-1} - 2x_{4i})^2 + 10(x_{4i-9} - x_{4i})^2 + (x_{4i-2} - 2x_{4i-1} - x_{4i})^2
\]

Starting po int: \((3,1,0,1,\ldots,\ldots,\ldots,\ldots,\ldots,\ldots)^T\)

2. **Generalize d wood function:**

\[
 f(x) = \sum_{i=1}^{n/4} 4(x_{4i-2} - x_{4i-3}^2)^2 + (1 - x_{4i-3})^2 + 90(x_{4i} - x_{4i-1}^2)^2 + (1 - x_{4i-1})^2 + 10.1(x_{4i-2} - 1)^2 + (x_{4i} - 1)^2 + 19.8((x_{4i-2} - 1) + (x_{4i} - 1))
\]

Starting po int: \((-3,-1,-3,-1,\ldots,\ldots,\ldots,\ldots)^T\)

3. **Miele function:**

\[
 f(x) = \sum_{i=1}^{n/4} [\exp(x_{4i-3}) - x_{4i-2}]^2 + 100(x_{4i-2} - x_{4i-1})^6 + [\tan(x_{4i-1} - x_{4i})]^4 + x_{4i-3}^8 + (x_{4i} - 1)^2
\]

Starting po int: \((1, 2, 2, 2,\ldots,\ldots)^T\)

4. **Cantrell function:**

\[
 f(x) = \sum_{i=1}^{n/4} \exp(x_{4i-3}) - x_{4i-2}]^4 + 100 (x_{4i-2} - x_{4i-1})^6 + [\tan^{-1}(x_{4i-1} - x_{4i})]^4 + x_{4i-3}^8
\]

Starting po int: \((1, 2, 2, 2,\ldots,\ldots)^T\)
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5. Rosenbrock function:
\[ f(x) = \sum_{i=1}^{n-1} (100 (x_2 - x_1^2)^2 + (1 - x_2)^2) \]
Starting point: \((-1.2, 1, -1.2, 1, \ldots)^T\)

6. Welfe function:
\[ f(x) = (-x_1(3-x_1/2)+2x_2-1)^2 + \sum_{i=4}^{n-1} (x_{i-1} - x_i(3-x_i(3-x_i/2)+2x_{i+1}-1)^2 + (x_{n+1} - x_n(3x_n/2-1)^2) \]
Starting point: \((-1, \ldots, \ldots)^T\)

7. Non-diagonal function:
\[ f(x) = \sum_{i=1}^{n-2} (100 (x_i - x_i^3)^2 + (1 - x_i)^2) \]
Starting point: \((-1, \ldots, \ldots)^T\)

8. Penalty 2 function:
\[ f(x) = e^{(x(i-1)^2)} + (x(i)^2 - 0.25)^2 \]
Starting point: \((1, 2, \ldots)^T\)

9. Sum of Quartics function:
\[ f(x) = \sum_{i=1}^{n} (x_i - 1)^4 \]
Starting point: \((2, \ldots)^T\)

10. Beale function:
\[ f(x) = (1.5 - x_1(1-x_2))^2 + (2.25 - x_1(1-x_2)^2) + (2.652 - x_1(1-x_2)^2) \]
Starting point: \((0, 0, \ldots)^T\)
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